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Many ecological systems can be represented as networks of interactions. A key feature in these networks is their organiza-
tion into modules, which are subsets of tightly connected elements. We introduce MODULAR to perform rapid and 
autonomous calculation of modularity in network sets. MODULAR reads a set of files representing unipartite or bipartite 
networks, and identifies modules using two different modularity metrics widely used in the ecological networks literature. 
To estimate modularity, the software offers five optimization methods to the user. The software also includes two null 
models commonly used in studies of ecological networks to verify how the degree of modularity differs from two distinct 
theoretical benchmarks.

Ecological systems can be seen as networks in which the  
elements, such as habitat patches within a landscape or  
species within communities, are represented by nodes and 
patch connectivity or species interactions are depicted as 
edges connecting the nodes (Pascual and Dunne 2006, 
Urban et al. 2009). The way such connections are organized 
affects system dynamics (Stouffer and Bascompte 2011) and, 
thus, how the system will respond to changes such as spe-
cies loss (Dunne et  al. 2002) or changes in the ecological 
connectivity among patches (Cumming et al. 2010). Several 
properties have been used to characterize the organiza-
tion of networks, i.e. the network topology (Pascual and 
Dunne 2006, Carstensen et al. 2012). A recurrent pattern 
in ecological networks is modularity, which is also termed 
compartmentalization, clustering, or community structure 
(Boccaletti et  al. 2006). Modules are cohesive groups of 
highly connected nodes that are loosely connected to other 
nodes in the network (Newman and Girvan 2004, Olesen 
et al. 2007).

Modular organization has been found in networks 
describing different ecological systems, such as resource 
use by animal populations (Araújo et al. 2008), food webs 
(Krause et al. 2003, Allesina and Pascual 2009), mutualis-
tic interactions between plant species and their pollinators 
(Olesen et al. 2007), antagonistic interactions between para-
sites and their hosts and between plants and their herbivores 
(Fortuna et  al. 2010, Pires and Guimarães 2013), and the 
spatial connectivity of metapopulations (Bodin and Norberg 
2007, Dale and Fortin 2010). In these ecological networks, 
modularity will emerge if certain groups of individuals,  

species, or habitat patches show more interactions among 
each other than with other groups within the network 
(Guimarães et al. 2007, Dale and Fortin 2010, Carstensen 
et  al. 2012, Tinker et  al. 2012). Because the degree of  
modularity measures how dense the connections between 
different groups of elements in an ecological system are,  
systems that largely differ in the degree of modularity 
often differ in their ecological and evolutionary dynamics 
(Guimarães et al. 2007, Olesen et al. 2007, Cumming et al. 
2010, Thébault and Fontaine 2010, Hagen et al. 2012).

Motivated by the relevance of modularity for the dynam-
ics of ecological systems, the detection of modularity became 
an important aspect of studies that analyze the organization 
of ecological networks (Cumming et al. 2010). Modularity 
can be measured using different indices. One of the most 
popular indices is the Q metric (also known as M) (Newman 
and Girvan 2004, Guimerà and Amaral 2005, Olesen 
et al. 2007, Fortuna et al. 2010). For a given partition of a  
network into modules, Q is given by the difference between 
the observed fraction of edges connecting nodes in the same 
module and the expected fraction of edges connecting nodes 
in the same module if connections were to occur at random. 
For any given network, the researcher is often interested 
in the partition that actually best describes the presence  
of modules, i.e., the partition that maximizes Q. Because 
finding the maximal modularity (maximal Q ) in a network 
is an NP-hard problem (Ruan and Zhang 2007), there is 
no known algorithm to find the maximum Q in polynomial 
time. It is thus necessary to use optimization approaches 
that cannot guarantee the maximization of modularity,  
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but can provide an approximate solution in reasonable run-
ning time. Heuristic algorithms can thus be used to find a 
network partitioning with approximately the largest number 
of edges within the modules and the lowest number of edges 
between modules (see details of the metrics in Supplementary  
material Appendix 1). Although module identification is 
scale-dependent, optimization algorithms can be used to 
test module consistency across multiple scales, testing the 
effects of resolution on module detection (Fortunato and 
Barthélemy 2007).

Finding the partition with the highest modularity in  
a large network is often time consuming. Moreover, the 
analysis of large sets of data and the subsequent testing of 
the results against theoretical benchmarks that are repre-
sented by ensembles formed by thousands of replicates is a  
common procedure in biology (Gotelli and Graves 1996, 
Gotelli 2001). In this sense, a major constraint in the analy-
sis of the modularity of ecological networks is the lack of 
programs that allow fast and autonomous computation 
of modularity for researchers who are not familiar with  
programming. Here, we introduce the software MODULAR 
for the computation of the modularity and the identifi-
cation of modules in multiple complex networks. Many  
algorithms have been proposed for finding the partition that 
maximizes the value of Q, and some of these are publicly 
available. However, to the best of our knowledge, there is 
no software available that allows multiple uses of different 
metrics and optimization algorithms in a user-friendly way 
that accelerates the workflow of the ecologist. MODULAR 
was developed to allow the user to automatically compute 
the modularity of several input files and to allow the user 
to choose the optimization algorithm that best matches the 
user’s needs.

MODULAR features

MODULAR was developed in the C language and uses  
features from the igraph-0.6 library (Csárdi and Nepusz 
2006) and the GNU Scientific Library (GSL) (Gough 
2009) (see details in Supplementary material Appendix 2). 
MODULAR was designed to facilitate and accelerate the 
detection of modules in multiple networks through maxi-
mization of the degree of modularity. To achieve this task, 
the maximization of modularity is automatically performed 
for a set of input files containing representations of bipartite 
networks, such as those depicting species occurrence across 
islands (Carstensen et  al. 2012), or unipartite networks, 
such as spatial networks describing habitat connectivity for a 
given species (Dale and Fortin 2010).

When running MODULAR with unipartite networks, 
only the Q metric is available (Newman and Girvan 2004).  
If the input data files represent bipartite networks, the 
user can choose between two different modularity metrics: 
Newman and Girvan’s – Q (Newman and Girvan 2004) or 
Barber’s modularity – Q B (Barber 2007), which is a modi-
fication of the Q metric for bipartite networks. Bipartite 
networks have two sets of nodes, and interactions can only 
occur between nodes of different sets (Costa et  al. 2007). 
Q B differs from Q in that in Q B, the second term of the 

equation, which measures the expected fraction of edges 
within modules if edges are placed randomly, only considers 
interactions among nodes of different sets (see details of 
metrics in Supplementary material Appendix 1). Thus, 
researchers interested in measuring the modularity of unipar-
tite networks should use Q, whereas those interested in the  
modularity of bipartite networks should use Q B. Nevertheless, 
the two options, Q and Q B, are available for bipartite  
networks because unipartite indexes have also been used in 
the ecological literature for bipartite networks (Olesen et al. 
2007, Fortuna et al. 2010, Carstensen et al. 2012). Although 
bipartite networks analyzed using Q and Q B show similar 
values of modularity, their module definitions differ strongly 
(Thébault 2013). Thus, the user could explore how differ-
ent definitions of modularity would affect their results and 
conclusions by exploring network organization with distinct 
metrics.

If the user chooses the traditional Q metric, there are five 
optimization algorithms that can be used to perform the 
search for the partition of the network into modules that 
maximizes the modularity index: 1) fast greedy (FG) (Clauset 
et al. 2004, Wakita and Tsurumi 2007), 2) simulated anneal-
ing (SA) (Guimerà and Amaral 2005), 3) spectral partition-
ing (SP) (Newman 2006), 4) a hybrid of simulated annealing 
and spectral partitioning (Hyb-SP), and 5) a hybrid of simu-
lated annealing and fast greedy (Hyb-FG). The optimization 
algorithms differ in the method used to search for the net-
work partition that maximizes the modularity measurement 
(see details of MODULAR functioning and optimization 
algorithms in Supplementary material Appendix 3). Because 
the running time can vary considerably, the choice of  
the optimization algorithm becomes particularly important. 
We tested the performance of optimization algorithms for 
bipartite and unipartite ecological networks. The differ-
ent algorithms represent a trade-off between speed and the  
quality of the estimate of the maximal modularity. Hybrid 
algorithms are faster and present higher values of modularity 
than the SA algorithm alone. The other two algorithms, FG 
and SP, are faster than all the algorithms that include the SA 
process, and they seem to reach similar results to the SA-based 
algorithms for small networks. Thus, for small networks or 
for exploratory initial analyses of modularity, we suggest the 
user should use FG and SP, whereas SA and hybrid SA-based 
algorithms should be used for in-depth analysis of large net-
works. We present the results for a set of ecological networks 
in the Supplementary material Appendix 4.

To verify whether the modularity found by the 
maximization of each metric significantly differs from a 
theoretical benchmark, the user has the option of running 
two different null models and specifying how many repli-
cates each null model will generate. We included unipar-
tite and bipartite versions of two of the most common null 
models that are used in studies of ecological networks: 1) 
the Erdős-Rényi model (Erdős and Rényi 1959) and 2) the 
‘null model 2’ (Bascompte et al. 2003). The first null model 
generates networks of the same size and connectance with 
edges randomly distributed among the nodes. The second 
null model also considers a similar heterogeneity of edges 
among nodes as observed in the original network, maintain-
ing part of the structure of the network by approximately 
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conserving the original distribution of edges per node. 
Thus, in a nutshell, the use of the two models may allow 
the user to infer if the observed degree of modularity could 
be reproduced by random networks with similar node rich-
ness and number of edges (i.e. if the Erdős-Rényi model 
reproduces the observed modularity), or if the user also 
needs heterogeneity in number of interactions (i.e. only 
Bascompte’s null model reproduces the modularity), or if 
the user needs additional factors not incorporated in either 
null model to reproduce the observed degree of modular-
ity (i.e. both null models fail in reproducing the modu-
larity of the real network); see details of the null models 
in Supplementary material Appendix 5. However, null 
model analysis is not restricted to these two null models 
in MODULAR. Because MODULAR can utilize large sets 
of input data, the user can also test the modularity of the 
networks generated by other null models by using those as 
input data.

MODULAR is an open source software program licensed 
under the GNU General Public License version 3. It  
can be downloaded from http://sourceforge.net/projects/
programmodular. In the future, we are planning to  
add new algorithms and optimization methods for the 
calculation of modularity. In addition, new metrics that 
analyze modularity at the node level can be added to 
MODULAR.

To cite MODULAR or acknowledge its use, cite this 
Software note as follows, substituting the version of the 
application that you used for ‘version 0’:

Marquitti, F. M. D., Guimarães Jr, P. R., Pires, M. M. and 
Bittencourt, L. F. 2014. MODULAR: software for the  
autonomous computation of modularity in large network sets. 
– Ecography 37: 000–000 (ver. 0).
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